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Excludes sentence-level effects, which 
are hard to predict from text: yields 

synthetic speech which has acceptable 
sentence-level neutral rhythm and 

intonation

Synthetic speech is 
boring to listen to for 

long periods...

Difficult: no well-
established way to 

represent sentence level 
effects, or predict them

Solution: learn a ‘space of 
sentences’ automatically during 

training, in an unsupervised way 

Motivation

Conventional TTS 
training data

‘Found’ TTS 
training data

Sentences chosen for 
phonetic coverage and read in 

random order

Solution: train on data 
with the type of variation 

we would like in our 
synthetic speech

Established techniques for HMM synthesis: 
eigenvoices, MR-HSMM, CAT...

Similar technique for DNN-based synthesis?

Current focus: can we learn a useful control space? Control vectors 
supplied by a human operator. Future: prediction from text
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The model

Conventional 
DNN TTS system

Proposed
 DNN TTS system

“The second goal, developing 
meaningful distributed representation for the 

data, is achieved by extending the error signals to the 
input layer and modifying the representations as if 

they were weights on connections coming in to 
the input layer.”

Input and output of both systems is 
at the 5ms frame level

Proposed system supplements the 
standard linguistic features with 
sentence representations. Each 
sentence vector is shared by all 

frames in the sentence, and allows 
the model to account for sentence-
level variation not explained by the 

standard features 



Control

The axes of the discovered 
space have no predefined 
meaning, but represent 

directions of sentence-level 
variation in the training data 

The space allows control of the 
synthesiser’s sentence-level 

characteristics by a human operator

The space allows 
the acoustic 
parameters 

generated by the 
synthesiser to be 
modified in a way 

which respects their 
natural covariation 
with each other and 
with the linguistic 

context

http://localhost/control_vectors_demo/index.html
http://localhost/control_vectors_demo/index.html
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3 held-out stories (70 book pages, 3.4 sentences per page) 
synthesised with 3 systems 

Page pairs played in story order, system changed each page; 
within pair order of 2 competing systems is random

‘Choose the version which you would prefer to hear if you were 
listening to stories like this for fun’

Evaluation Two hypotheses (evaluation without manual control):
• ‘steered’ version preferred if ideal (oracle) control vectors used
• ‘any variation better than no variation’

Training corpus sentences

Oracle test set control 
vectors: inferred with 
reference to held-out 

audio

Fixed vector: mean control vector of 
training set used throughout

Randomly varied control 
vectors: sampled uniformly 

from 3.8–4.0 standard 
deviations of the learned 
training corpus vectors 

produced speech which was not obviously more varied than that
of system F. This is consistent with previous experience in con-
trollable speech synthesis: [22] notes that to properly steer a
data-driven articulatory-controllable to produce modified vow-
els, tongue movements must be specified of a far greater mag-
nitude than those observed in the training data.

After CVs were determined for test utterances, labels were
created and normalised for the test set to be suitable as inputs for
the DNN. As predictions of the acoustic values for neighbouring
frames are made independently, a parameter generation algo-
rithm developed for HMM-based speech synthesis [23] is used
with pre-computed variances from the training data to obtain
smooth and speech-like vocoder parameter trajectories from the
destandardised DNN output features. The resulting trajectories
for the LSF stream were enhanced by imposing on them the
global variance of the training data using the simple z-score
transform approach suggested by [24]. A modified form of this
was used: best results were obtained by interpolating global
variance and synthesised sentence variance with even weights.
3.6. Objective evaluation and analysis
Objective evaluations were performed indicating that a bigger
CV dimensionality improves prediction performance, as does
using oracle CVs. Full details are omitted for reasons of space.

To get an informal impression of the inherent meaning of
the dimensions of the learned sentence space, we synthesised
100 repetitions of a few sentences from the acoustic model with
2-dimensional CVs whilst manually manipulating the values of
the CV. We chose 100 points evenly spread across the rectan-
gle delimited by the minimum and maximum values along each
axis of training set CVs.1 The main dimension of variation in
the space is from the bottom left of Figure 2 to its top right.
Figure 3 shows synthetic F0 and gain for a 10 repetitions of a
single utterance fragment (‘Who’s been sitting in my chair?’),
with CVs spaced evenly along this diagonal, starting at approxi-
mately coordinates (-0.4, -0.4) in Figure 2 and ending at approx-
imately (0.5, 0.4). Absolute mean F0 and gain both increase
as we move the CV along this diagonal; however, the changes
are much more complex and subtle than a simple global shift
in values. Note how the F0 contour on the word been (around
0.5 seconds) has an inflection which is inverted from the lower
to the higher samples; in some places variation in F0 increases
more than in others; some parts of the gain trajectories are mod-
ified as the CV is moved, whilst others remain stable. It seems
that the sentence space allows us to alter the global characteris-
tics of sentences whilst respecting the correlations between dif-
ferent parameters and between parameters and contexts which
were seen in real speech during training.
3.7. Subjective evaluation
The 240 sentences from the 3 stories of the test set synthesised
as described in Section were concatenated back into 70 chunks
of audio corresponding to book pages for the evaluation. This
is because the listening test is designed to test the effect on lis-
teners of between-sentence variation within a system, and so
chunks bigger than a single needed to be presented in each stim-
ulus. Each page on average contains 3.4 sentences and lasts 10.3
seconds.

Two tests were conducted: one comparing the output of sys-
tems F and S, and the other comparing F and O. For each test, 10
paid native speakers of English were asked to listen to 70 pairs
of stimuli and asked to say which they preferred. Specifically,
they were asked to ‘choose the version which you would pre-

1These samples can be heard at http://homepages.inf.ed.
ac.uk/owatts/papers/IS2015_sentence_control/

Figure 3: Variation in synthetic F0 and gain for a single utter-
ance fragment as control vectors are manipulated manually over
10 repetitions
fer to hear if you were listening to stories like this for fun’. In
each of the 70 pairs the same page text was synthesised by the
two different systems under evaluation. The ordering of the 70
pairs was kept fixed, and corresponded to the page-order for the
original stories, but the order of systems within each pair was
balanced and randomised separately for each listener. The lis-
tening test was conducted in purpose-built listening booths us-
ing high-quality headphones. Different listeners were employed
for each of the two evaluations.

Results of the listening tests are shown in Table 2. Results
for pooled listeners (bottom row) force us to reject our hypothe-
sis that random variation between sentences is better than fixed
prosody (at least in the form that we realised the variation):
there is a preference for system F over S which a binomial
test indicates is significantly different from the chance level
(↵ = 0.5). 2 listeners (2 and 4) felt this preference strongly;
the others were less extreme in their preference.

Table 2: Subjective results.

List. S > F List. O > F
ID (%) ID (%)
1 47.14 11 40.00
2 35.71 12 61.43
3 47.14 13 55.71
4 37.14 14 54.29
5 42.86 15 54.29
6 47.14 16 50.00
7 51.43 17 51.43
8 50.00 18 50.00
9 48.57 19 50.00
10 51.43 20 52.86
All 45.86 All 52.00

Results of the second
test comparing O and F
show no significant differ-
ence when listeners’ results
are pooled. However, there
is only a single listener
(11) who prefers O’s sam-
ples less than half the time;
the others all either tend
to prefer the oracle system
O (listeners 12–15) or have
no obvious preference ei-
ther way (16–20).

4. Conclusions
We have shown how the global prosodic characteristics of syn-
thetic speech can be controlled simply and robustly at run time
by supplementing basic linguistic features with sentence-level
control vectors. Our results indicate that listeners have mixed
reactions to prosodically more varied speech even when con-
trolled by oracle CVs, which in itself is a motivation for making
TTS more controllable. The hypothesis that ‘any variation is
better than no variation’ was rejected: care needs to be taken
that the variation is appropriate for the text being synthesised,
which provides motivation for our ongoing work on learning to
predict control vectors from text.
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